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SUMMARY

A flow simulation tool, developed by the authors at the Army HPC Research Center, for compressible flows
governed by the Navier–Stokes equations is used to study missile aerodynamics at supersonic speeds, high angles
of attack and for large Reynolds numbers. The goal of this study is the evaluation of this Navier–Stokes
computational technique for the prediction of separated flow fields around high-length-to-diameter (L=D) bodies.
In particular, this paper addresses two issues: (i) turbulence modelling with a finite element computational
technique and (ii) efficient performance of the computational technique on two different multiprocessor
mainframes, the Thinking Machines CM-5 and CRAY T3D. The paper first provides a discussion of the Navier–
Stokes computational technique and the algorithm issues for achieving efficient performance on the CM-5 and
T3D. Next, comparisons are shown between the computation and experiment for supersonic ramp flow to
evaluate the suitability of the turbulence model. Following that, results of the computations for missile flow fields
are shown for laminar and turbulent viscous effects.# 1997 by John Wiley & Sons, Ltd.
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1. INTRODUCTION

The compressible Navier–Stokes flow simulation tool developed by the authors at the Army HPC
Research Center (AHPCRC) is used to study missile aerodynamics at supersonic speeds and high
angles of attack for large-Reynolds-numbers flow conditions. The goal of this study is the evaluation
of this Navier–Stokes computational technique for the prediction of separated flow fields around
high-length-to-diameter (L=D) bodies. In particular, this paper addresses two issues: (i) turbulence
modelling within the finite element computational technique and (ii) efficient performance of the
computational technique on the Thinking Machines CM-5 and CRAY T3D, both multiprocessor
mainframes.

This study is also part of the effort in participating in a joint collaborative working group (KTA 2-
12) under the auspices of The Technical Cooperation Program (TTCP). TTCP is a joint program with
the United States, United Kingdom, Canada, Australia and New Zealand which was established for
the purpose of exchange of technical information between government agencies of these five
countries.

CCC 0271–2091/97/121417–16 $17.50 Received 15 April 1996
# 1997 by John Wiley & Sons, Ltd. Revised 10 July 1996

*Correspondence to: W.B. Sturek, U.S. Army Research Laboratory, Aberdeen Proving Ground, MD 21005-5066, U.S.A.



SinceArmy missilesandprojectilesfly underconditionsof moderate to high anglesof attack at
transonic and supersonic velocities, turbulent viscous effectsare importantand must be modelled
accurately in orderfor the predictedresultsto be of valuein the designprocess.Also, owing to the
complex geometry of missiles, which includes fin surfacesfor guidance and flight stability,
significant computational resources in terms of memory and CPU time are required to obtain
solutions. Thus the efficient performance of the Navier–Stokessolver on large,scalablecomputing
mainframesis also of keeninterest.

Throughparticipation in the TTCP working group (KTA 2-12), a set of experimental datahas
becomeavailablefor comparisonwith thecomputations.Thesecomputationshaveprovidedguidance
for evaluationof the turbulent viscouseffects. Initi al comparisons indicate that laminar viscous
computationsareunableto adequately predict important featuresof the flow field, including surface
pressuredistributionsandtheseparatedvortexflow field. TheKTA study hasnotyet beencompleted,
sodirectcomparisonsof thecomputational resultswith experimentwill not beshownhere.However,
experimentalmeasurementsof a turbulent boundary layer in a supersoniccompression rampflow are
available for evaluationof theability of thecomputational techniqueto predict this turbulentviscous
flow field.

This paperprovidesa discussionof theNavier–Stokescomputationaltechniqueandthealgorithm
issues for achieving efficient performance on the CM-5 and T3D. Next, comparisons are shown
between the computationand experimentfor supersonic ramp flow to judge the suitability of the
turbulencemodel. Finally, results of thecomputationsfor themissileflow field areshownfor laminar
andturbulent viscouseffects.

2. GOVERNING EQUATIONS

LetO � Rnsd and(0, T ) bethespatial andtemporal domains respectively, where nsd is thenumber of
spacedimensions,and let G denote the boundary of O. The spatial and temporal co-ordinatesare
denoted by x and t respectively. We consider the Navier–Stokesequations for 3D unsteady,
compressible flows. Theseequations in conservation law form canbe written as

@r

@t
� HH ? �ur� � 0 on O; 8t 2 �0; T�; �1�

@�ru�
@t
� HH ? �uru� � ÿHHp� HH ? T on O; 8t 2 �0; T�; �2�

@�re�

@t
� HH ? �ure� � ÿHH ? qÿ HH ? �pu� � HH ? �Tu� on O; 8t 2 �0; T�: �3�

Herer�x; t�; u�x; t�; p�x; t� ande�x; t� arerespectively density,velocity, pressureandthetotal energy
per unit mass.The viscousstresstensorandheatflux vector are denotedby T and q respectively.
Pressure is relatedto the otherstatevariableswith the equation of stateof the form

p � p�r; i�; �4�

where i is the internal energy

i � eÿ 1
2 k u k2 : �5�

For ideal gasesthe equation of statetakes the form

p � �gÿ 1�ri; �6�
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where g is theratio of thespecificheats.Theviscousstresstensor T andheatflux vectorq aredefined
as

T � l�HH ? u�I� 2me; e � �HHu� �HHu�T�=2; �7�

q � ÿkHHy; �8�

where I is the identity tensor,k is the conductivity and y is the temperature with the following
relationship to the internalenergy:

i �
Ry

gÿ 1
: �9�

HereR is the ideal gasconstantandit is assumedthat the viscosity coefficientsl andm arerelated:

l � ÿ
2
3m: �10�

The variation in the viscosity with temperature is modelledby Sutherland’sempirical formula:

m � mr
y

yr

� �3=2
yr � y0

y� y0
; �11�

wherey0 is anexperimentallydeterminedconstantandmr is theviscosity at thereferencetemperature
yr. The Prandtl number Pr, assumed to be given, relates the heat conductivity to the viscosity
according to

k �
gRm

�gÿ 1�Pr
: �12�

In termsof conservation variablesthe Navier–Stokesequationsof compressible flows given by
equations (1)–(3) canbe written in the vector form
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@xi
� 0 on O; 8t 2 �0; T�; �13�

where U � �r; ru1; ru2; ru3; re� is the vector of conservation variables and Fi and Ei are
respectively the Euler andviscousflux vectorsdefinedas
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uir
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; �15�

with ui; qi and �T�ij denoting the componentsof velocity, heat flux and viscous stresstensor
respectively.Hererepeatedindicesimply summationover therangeof thespatial dimension andthe
identity tensoris denotedby dij.
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To providea convenient set-upfor our finite elementformulations,equation (13) is written in the
form

@U
@t
� Ai

@U
@xi
ÿ

@

@xi
Kij

@U
@xj

 !

� 0 on O; 8t 2 �0; T�; �16�

where

Ai �
@Fi

@U
�17�

is the Euler Jacobian matrix andKij is the diffusivity matrix satisfying

Kij
@U
@xj
� Ei: �18�

The explicit definitionsof Ai andKij areprovidedin Reference1.
Equation (16) is complementedwith initi al andboundary conditions of the form

U�x; 0� � U0; �19�

U ? ek � gk on �G�gk
; k � 1; . . . ; ndof ; �20�

�ni ? Ei� ? ek � hk on �G�hk
; k � 1; . . . ; ndof ; �21�

where ek is an orthonormal basisfunction in Rndof andndof is the number of degreesof freedom.
The turbulence computations are carried out using the Smagorinsky turbulence model.2 In this

model, m is replacedby

m m� mturb; �22�

where mturb is the turbulencediffusion definedas

mturb � r�0�15h�2�2�e�ij�e�ij�
1=2

; �23�

with h denoting the element length.

3. LIMIT ATIONS OF THE SMAGORINSKY TURBULENCE MODEL

The Smagorinsky turbulencemodel2 is normally usedin large-eddysimulations (LES) where the
large-scalecomponentsareresolved directly andthe small-scale fluctuationsaremodelledto reflect
theeffects of subgridstresseson the large-scalefield. It is well known thatanyclassof LES requires
a higher degree of grid resolution compared with Reynolds-averaged Navier–Stokes (RANS)
models.3–5 As mentionedin Reference6, LES of the aerodynamics of an aerofoil at a Reynolds
number of 107 requires 80 mill ion grid points.Therefore 3D simulationof Navier–Stokesapplication
problemsat high Reynoldsnumbersis not feasiblewith theLES method.Up to now theSmagorinsky
turbulencemodelhasbeenwidely usedto simulate3D problemsatmoderateReynoldsnumbersup to
10,000 with affordablemeshresolution.

The structural simplicity of the algebraic Smagorinsky turbulencemodel comparedwith RANS
models hasmadeit a practical choice.This modelis especially well suitedto finite element methods,
since theeddyviscosity canbeobtainedfrom thequantities availablewithin eachindividualelement.
On theother hand,therearefundamental issuesconcerning theapplicability of thismodel to flowsof
engineeringinterest.6 Also, one should be aware of some practical deficienciesof this model. As
mentioned by Moin and Jimenez,6 thesedeficienciesinclude (i) tuning of the model constantfor
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different flows, (ii) the non-vanishing behaviournearsolid boundaries and(iii) the presenceof the
model in laminar regions.

In this article we usethe Smagorinsky turbulencemodel with mesheswhich aretypical of RANS
computations.Here we addressthe usability of this model in conjunction with the most powerful
supercomputers availableto model supersonic flow problems.Simulationsare carried out for two
types of flow problemswith a level of grid refinement so as to obtain a solution in a reasonable
engineering time frame. The grid resolution in our approachdoes not necessarily push these
supercomputers to their limit s of computational power.

The steadystate solutionsreported in this article areobtained using the time-dependentcodeand
relatively largetime increments.Thebackward Eulerschemeis alsousedto insurefastconvergence
to the steadystate solutions. It is obvious that this time integration strategyremovesany unsteady
behaviour. As a result, thepossibility of small-scaleunsteadinesswill be totally eliminatedfrom the
solutions.

In our experiments the resultsindicatethat simulations using the Smagorinsky turbulencemodel
produce acceptable solutionsfor complicated3D problems.However, thereliability andsuitability of
this model for thesetypesof flow simulations in generalremainsan openissueandrequiresfurther
investigation.

4. SEMIDISCRETE FINITE ELEMENT FORMULATI ON

Consider a finite element discretization of a fixed spatial domain O into subdomains
O

e
; e � 1; 2; . . . ; nel, wherenel is thenumberof elements.Basedon thisdiscretization, corresponding

to the trial solutionsand weighting functions respectively, we define the finite element function
spaces sh andvh for conservation variables.Thesefunction spaces are selectedas subsets of
�H1h
�O��

ndof , where H1h
�O� is the finite-dimensional function spaceoverO:
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where �P1
�O

e
�� representsthe first-orderpolynomial in Oe.

The stabilized finite elementformulation of (16) is written as follows: find Uh
2s
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In the variational formulation given by (26), the first two termstogether with the right-hand-side
termconstitute theGalerkinformulation of theproblem. Thefirst seriesof element-level integralsin
(26) consistsof the SUPGstabilization termsaddedto the variational formulation to prevent spatial
oscillations in the advection-dominatedrange.The secondseriesof element-level integrals in (26)
consistsof the shock-capturing termsaddedto the formulation to ensure stability at high Mach and
Reynoldsnumber.

PARALLEL COMPUTATION OF MISSILE AERODYNAMICS 1421

# 1997by JohnWiley & Sons,Ltd. INT. J. NUMER. METH. FLUIDS, VOL 24: 1417–1432(1997)



Thedefinitionsof thediagonalstabilization matrix t andshock-capturing parameterd aregivenin
Reference7.

5. NON-LINEAR BOUNDARY CONDITIONS

The boundary conditions associated with the finite element formulation (26) are in terms of
conservation variables.Thesevariablesaredifferent from theprimitive variableswhich arenormally
usedto definethe physical boundaryconditions.

The specification of the physical boundary conditions can be incorporated into the iterative
algorithm within the framework of the conservation variables. In the compression ramp problem
presentedin this article, the temperature needsto be specifiedon the solid surface. Note that on a
fixed solid surfaceu � 0 andtherefore

y �
gÿ 1

R

U5

U1
: �27�

The variation of equation (27) is

dy �
gÿ 1
Rr

dU5 ÿ
y

r
dU1: �28�

Sincetheweighting functionscanbeseenasvariations in thecorrespondingvariables,equation (28)
canbe written in termsof the weighting functions:

Wy �

gÿ 1
Rr

W5 ÿ
y

r
W1; �29�

where Wy is the weighting function corresponding to the temperature.
At anyarbitrary nodeA, usingequation (29), a newsetof weighting functionscanbedefinedsuch

that

W � SAW*; �30�
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In the iterative algorithm the left-hand-side matrix is derived using the increment of U. Thus,
following the sameprocedure, the increment of U at nodeA canbe replacedby

DU � SADU*; �32�

where
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To imposethe temperatureat point A, the finite element formulation (26) needsto be modified
locally according to thealgorithm outlined.Theresult of this modification is imposed at theelement
level. Owing to this transformation, the element-level quantitiesarereplacedrecursively as

me
 �Se

�

TmeSe
; �34�

re
 �Se

�

Tre
; �35�

where �me
�
�ndof �nen���ndof �nen�

and �re
�
�ndof �nen�

are the element-level left-hand-side matrix and residual
vector respectively. HereSe

� diag�S1; . . . ; Snen
� is an �ndof � nen� � �ndof � nen� matrix with SA asthe

nodal block diagonal entry and nen is the numberof local nodesin an element. The detailsof the
derivation canbe found in Reference1.

6. PARALLEL COMPUTATION

The stabilized finite element formulation of the Navier–Stokesequations of compressible flows is
implementedon thedistributedmemory CM-5 andT3D supercomputers.The implementation on the
CM-5 is basedon thedata-parallel computingparadigm andtheCMF (Connection MachineFortran)
language.8 Our implementation9,10 on the T3D takes advantageof the Parallel Virtual Machine
(PVM) library.

For efficientcomputationa mesh-partitioning methodis usedon bothsupercomputersto minimize
the interprocessorcommunication. In this methodthe finite elementmeshis partitioned into the
desired number of subdomainssuchthat the numberof nodesat the interfaceof the subdomains is
minimized.Then the gatherandscatteroperations,which arebasically the transferof datafrom the
nodelevel to the element level and vice versa, are performedin two steps:on-processorand off-
processor.In theon-processorstepthegather andscatter operationsarelocal to theprocessorwith no
interprocessorcommunication. Thecommunicationbetweentheprocessorswhich aremostly related
to nodeson the boundaryof eachsubdomain is performedin the off-processorstep.

On the T3D the two-step gather and scatteroperations are carried out using the PVM-based
routines.On the CM-5 thereareroutinessupported by the ConnectionMachineScientific Software
Library (CMSSL) which allow the user to perform two-step gatherand scatteroperations.This
feature makesthefinite elementprogrammingrelatively easieron theCM-5 compared with theT3D.

The compressible Navier–Stokes finite elementformulation gives rise to very large systemsof
coupled, non-linear equations which require the useof iterative strategies with updatetechniques
suchasGMRES11 for their solution. To further reduce thememory requirements,we usematrix-free
iterations andthuseliminate the needto storeelement-level matrices.1,12

The overall performance of our codesis comparableon eachsupercomputer. The computational
speedmeasured for problemsreported in this article is around 20 Mflops per processoron both
machines.13,14

7. COMPUTATIONAL RESULTS

7.1. Compression Ramp

The experimental study was performed at the Supersonic Wind Tunnelsof the Army Ballistic
ResearchLaboratory andis reported in Reference15.The wind tunnel wasa boundarylayerchannel
with a cross-sectionandheight in the test sectionof 666 in2. The freestreamconditions areMach
3�5, total pressure53�35 lbf in71 and total temperature540�R, giving a Reynolds number for the
freestreamflow of 6�46106 per foot. The measurementswere made on the tunnel lower wall by
surveys of the turbulent boundary layer perpendicular to the local surfaceusing flattened pitot
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pressureand total temperatureprobes. Extensive detailedmeasurements of the turbulent boundary
layer velocity profiles, surfacepressureand skin friction are available for comparisonwith the
computationalresults.

The computations were carriedout using experimental dataas the upstreamboundary condition
(Figure 1) andassumming an outflow outerboundary. The upperwall wasmodelledby turning the
flow parallelto thewall. The computationalgrid is shownin Figure 2, where only every othergrid in
eachdirection is displayedfor clarity. Also shown in Figure2 arethe identification andposition of
the test stations wherecomparisonsare madebetween the computationsand experiments. A zero-
pressure-gradientcondition exists for 5 in, followedby adversepressuregradientcompressionramp
flow for 10 in.

A plot of thesurfacepressureversusaxial position is shown in Plate1 along with densitycontours
for the laminar solution. For this condition the solution indicatestwo positions where local flow
separation occurredwhich wasnot observed in the experiment. The density contour plot shows the
developmentof thelaminarviscouslayerandthecompressionof theboundary layer in theflow over
the ramp.

A plot of thesurfacepressureversusaxial position is shown in Plate2 along with densitycontours
for theturbulentviscoussolution.For this condition theflow remainsattachedthroughouttheflow as
observedin theexperiment.The density contour plot shows thedevelopmentof theturbulent viscous
layer andthecompression of theboundary layerastheflow developsin theadversepressuregradient.

Comparisonsof thecomputationswith experimental datafor theboundarylayer profile parameters
of static pressure,static temperature, density and velocity are shown in Figures3–6. The results
indicate very goodagreementat station10, the last stationin the zero-pressure-gradientregion.As
theflow developsovertheramp, theagreementbetween computation andexperiment,althoughquite

Figure1. Compressionramp:upstreamboundaryvalues(experimental)
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goodat stations117and119, is not acceptableat the last stationon the ramp,station 121.Al though
this could be an indication of inaccuracy for the turbulencemodel, it could also be the result of
upstreaminfluenceresulting from the outflow boundary condition.Further studies will addressthis.

Theseresults wereobtained on theT3D using16 processors andusinga finite elementmeshwith
5006150 elements. The number of equations solved at eachpseudo-time step is 381,600.The
parallel implementation was asdescribed in Section4. For this problema converged solution was
obtained after 400 pseudo-time steps which required50 s of CPU time for eachstep.

Figure2. Compressionramp:finite elementmesh(everyothermeshnodeplotted)

Figure3. Compression ramp:comparison betweencomputed (r) andexpermental ( � � � ) resultsat station10
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Figure4. Compression ramp:comparison betweencomputed (r) andexpermental ( � � � ) resultsat station117

Figure5. Compression ramp:comparison betweencomputed (r) andexpermental ( � � � ) resultsat station119

1426 W. STUREK ET AL.

INT. J. NUMER. METH. FLUIDS, VOL 24: 1417–1432 (1997) # 1997by JohnWiley & Sons,Ltd.



7.2. Missile

As previously discussed, themissiletestcaseis partof a collaborativestudy which is beingcarried
out underthe auspicesof The TechnicalCooperationProgram PanelW2. The participantsinclude
representatives from Canada,the U.K. and the U.S. The purposeof the study is to apply Navier–
Stokes computational techniquesto a complex flow field with highly separatedflow for a missile
shapeto evaluate the predictive technology. The predictive technology includes code accuracy,
usability issues,turbulencemodels, grid generation andflow field visualization.

The KTA study includes the flow about a missile configuration at transonic and supersonic
velocitiesandhigh anglesof attack. Thecomputational resultsarebeing comparedwith experimental
measurements for surfacepressure, pitot surveys of the outer flow field and strain gaugeforce
measurements.Sincethis studyhasnot beencompleted,comparisonswith theexperimental datawill
not be shown at this time. Instead, we will show comparisons between results for laminar and
turbulent viscous effects and discuss the performance of the computational technique on the
multiprocessorcomputers.

In this paper, preliminary resultswill be shownfor freestreamconditionsof Mach 2�5 and 14�

angle of attackfor laminarandturbulent viscouseffects.Plate3 showsthemodelconfigurationalong
with contoursof theflow field staticpressureon themodelsurfaceat threeaxial stationsin thecross-
plane.Theregionsof high pressureon thewindwardsideat thenoseandlow-pressureseparatedflow
on the lee sideof the cylindrical portion of the modelareclearly distinguishable.

Examplesof the surfacepressureat a seriesof axial stationsareshown in Figure7 and8. As the
flow proceedsdown the missile body, increasing regionsof separated flow are seen.The laminar
viscousresults indicatemoreoscillations in thesurfacepressureon the leesideof themodelthando
theturbulentviscousresults. Theseoscillationsarea resultof theeffectsof boundary layer separation

Figure6. Compression ramp:comparison betweencomputed (r) andexpermental ( � � � ) resultsat station121
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to which the laminar viscouslayer is sensitive. At x=d greater than6�5, separationprior to the 90�

circumferential position is indicatedfor both the laminar andturbulent viscousresults.
Theseseparatedflow regionsarevery challenging for computational prediction andrequirecareful

evaluationof thecomputationalresultswith theexperimentalmeasurementsto assessthevalidity of
the turbulencemodelling. The resultsshownhereareconsideredto be preliminary.Evaluationsare
ongoing andincludea studyof the ability to predict the separatedouter flow field aswell.

The computations of the missile configuration for both laminar and turbulent flows were
accomplishedon the T3D computer using256 processorswith a finite element meshconsistingof
944,366 nodesand918,000elements.This resulted in the solution of 4,610,378coupled,non-linear
equationsat eachpseudo-timestep.Eachpseudo-time steprequired130 sof CPUtime.Thesolutions
wereobtained in 400 steps.

Computations for the laminar and turbulentflows were also carried out on the CM-5 with 512
processors.The meshusedin thesecomputations consists of 763,323nodesand729,600 elements.
During eachpseudo-time step,3,610,964coupled, non-linearequations weresolved. Eachpseudo-
time steprequired approximately 50 s of CPUtime andconvergence wasachievedafter150pseudo-
time steps.

Figure7. Missile: comparisonof computedresultson T3D for laminarandturbulentviscouseffectsfor x=d � 2�4; 3�5; 4�5
and5�5
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Values for the pressurecoefficients at various x=d locations from the CM-5 computations are
shown in Figures9 and 10 comparinglaminar and turbulent viscous results. The laminar solution
appears to bemore turbulent-like thanthoseobtained for thefinermeshT3D results shownin Figures
7 and 8. The turbulent resultsare only moderately changed from the laminar results. This is an
indication that additional effort is needed to evaluate the suitability andaccuracy of the turbulence
model used.

8. CONCLUDING REMARKS

A computationalstudy hasbeenconducted to evaluate the ability of a finite elementcompressible
Navier–Stokescomputational techniqueto performcomputationsfor high-Reynolds-number flowsof
interest to Army missile andprojectileflow fields.Theresults for predicting turbulentviscouseffects
areencouraging; however, additionalevaluationis requiredto reacha meaningful assessmentof the
capability.

The computational performances achievedon the CM-5 andT3D computersindicatethat highly
efficient scalable performance hasbeenachieved. This is an importantconsideration sincemissile

Figure8. Missile: comparisonof computedresultson T3D for laminarandturbulentviscouseffectsfor x=d � 6�5; 7�5; 9�5
and11�5
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configurationscurrentlyunderdevelopment include featuressuchasfins for stability andguidance,
reactions jets for guidance, and rocket propulsion. These additional complexities will require
substantial computationalresources to modelaccurately andin a timely manner. It appears thatonly
throughhighly efficientutilization of scalable computerswill thecapability to adequately addressthe
full scopeof these problems be realized.
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