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SUMMARY

A flow simulation tool, developed by the authors at the Army HPC Research Center, for compressible flows
governed by the Navier—Stokes equations is used to study missile aerodynamics at supersonic speeds, high angles
of attack and for large Reynolds numbers. The goal of this study is the evaluation of this Navier—-Stokes
computational technique for the prediction of separated flow fields around high-Iength-to-dianfEI)ebQUies.

In particular, this paper addresses two issues: (i) turbulence modelling with a finite element computational
technique and (ii) efficient performance of the computational technique on two different multiprocessor
mainframes, the Thinking Machines CM-5 and CRAY T3D. The paper first provides a discussion of the Navier—
Stokes computational technique and the algorithm issues for achieving efficient performance on the CM-5 and
T3D. Next, comparisons are shown between the computation and experiment for supersonic ramp flow to
evaluate the suitability of the turbulence model. Following that, results of the computations for missile flow fields
are shown for laminar and turbulent viscous effe¢§1997 by John Wiley & Sons, Ltd.
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1. INTRODUCTION

The compressible Navier—Stokes flow simulation tool developed by the authors at the Army HPC
Research Center (AHPCRC) is used to study missile aerodynamics at supersonic speeds and high
angles of attack for large-Reynolds-numbers flow conditions. The goal of this study is the evaluation
of this Navier—Stokes computational technique for the prediction of separated flow fields around
high-length-to-diameter ([D) bodies. In particular, this paper addresses two issues: (i) turbulence
modelling within the finite element computational technique and (ii) efficient performance of the
computational technique on the Thinking Machines CM-5 and CRAY T3D, both multiprocessor
mainframes.

This study is also part of the effort in participating in a joint collaborative working group (KTA 2-
12) under the auspices of The Technical Cooperation Program (TTCP). TTCP is a joint program with
the United States, United Kingdom, Canada, Australia and New Zealand which was established for
the purpose of exchange of technical information between government agencies of these five
countries.
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1418 W. STUREKET AL.

Since Army missilesand projectilesfly underconditionsof modeate to high anglesof attak at
transon¢ and supesonic velocities, turbulent viscous effects are importantand mug be modelled
accuately in orderfor the predictedresultsto be of valuein the designprocessAlso, owing to the
complex geomety of missiles, which includes fin surfacesfor guidance and flight stability,
significant computaional resource in terms of memor and CPU time are required to obtan
soluions. Thus the efficient performane of the Navier—Sokessolver on large, scabble computing
mainframesis also of keeninterest

Through participdion in the TTCP working group (KTA 2-12) a setof experimenal datahas
becone availablefor comparisonwith the computdions. Thesecomputaionshaveprovidedguidance
for evaluationof the turbulent viscous effects. Initial comparisos indicate that laminar viscous
computationsare unableto adequégely predictimportant featuesof the flow field, including surface
presuredistributionsandthe separagdvortexflow field. The KTA study hasnotyetbeencomplded,
sodirectcomparisos of the computdional resultswith experimentill notbe shownhere.However,
expeimentalmeasuementsf a turbulent bounday layerin a supersoniconpressiam rampflow are
avaiablefor evaluationof the ability of the computaional techiqueto predict this turbulentviscous
flow field.

This paperprovidesa discussiorof the Navier—Sbkescomputationaltechniqueandthe algarithm
issues for achieving efficient performane on the CM-5 and T3D. Next, comparisos are shown
betwea the computation and experimentfor supersorg ramp flow to judge the suitablity of the
turbulencemodéd. Finally, resuts of the computationsfor the missileflow field areshownfor laminar
andturbulent viscouseffects.

2. GOVERNING EQUATIONS

Let QCR« and(0, T) bethe spatal andtempoal domans respedtely, where ny is thenumter of
spacedimensions,and let I denoe the bounday of €2 The spatal and tempaal co-ordnatesare
denoed by x andt respectivdy. We constder the Navier—Stokesequatons for 3D unsteady,
compressitte flows. Theseequatonsin conservabn law form canbe written as

%'O—FV‘(up):O on ) WV €(0,7), (1)
aﬁ%)_kv.(upu):—vp +V:T onQ W e(,7), @)
%O—I—V'(upe):—v-q—V-(pu)_|_V°(Tu) nQ Vi €0,7) 3)

Here p(x, 1), u(x, 1), p(x, #) ande(x, t) arerespectivly density,velocity, presureandthe total energy
per unit mass.The viscous stresstensorand heatflux vectorare denotedby T andq resgectivey.
Pressrre is relatedto the other statevariableswith the equatio of stateof the form

p=pr (,0, i)’ (4)

where i is the internal energy
i=e—1ulp. 6)

For ideal gasegshe equaton of statetakes the form
p :('Y —1 )p’ ’ (6)
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PARALLEL COMPUTATION OF MISSILE AERODYNAMICS 1419

where Y is theratio of the specificheats The viscousstressensr T andheatflux vectorq aredefined
as

T=AV-u)l 421, e=(Vu+MW)")/2, @)
q =—+Wb, ®)

where | is the idertity tensor, K is the condudivity and 0 is the temperatire with the following
relaionshipto the internalenegy:

._ RO
1 —ﬁ . (9)
HereR is theided gasconstaniandit is assumedhat the viscosity coeficients A and Harerelated:
A=—3p (10)
The variation in the viscosty with temperatire is modelledby Sutherland’semgrical formula:
0\/20, +6,
= ! , 11
K= ) o+4 (1)

where 90 is anexpeimentally determired constantind 4. is theviscosty atthereferencaemperatire
Q. The Prandtl number Pr, assuned to be given, relatesthe heat conductvity to the viscosty
accoding to

R
K:@yj% : (12)

In terms of conservatin variablesthe NavierStokesequationsof compresible flows given by
equatons (1)—(3) can be written in the vector form

N F
Fta 3 =0 onQ ¥ e,7), (13)

where U =(0, ou,, puy, pus, pe) is the vector of consevation variabes and F; and E; are
respectively the Euler and viscousflux vectorsdefinedas

( Y

u; Py +5-1p

Fi = wipuy +02p |, (14)
Py +0p

K ui(ﬂe +P)

0
Th
E = Tl s (15)

Tls
K_Qi + T]ik”k

with u;,¢; and [T]U denoting the componentsof velocity, heat flux and viscous stresstensor
respectively. Hererepeatedndicesimply sunmationovertherangeof the spatal dimenson andthe
idertity tensoris denotedby 0.
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1420 W. STUREKET AL.

To providea convenent set-upfor our finite elementformulations,equaion (13) is written in the
form

% —|—A,% —% Kij% =0 on ) W €(,7), (16)
where
A, :% (17)
is the Euler Jacolan matrix and K;; is the diffusivity matrix satisfying
Ki,g; =E,. (18)

The explicit definitionsof A; andK;; are providedin Refeencel.
Equaton (16) is complementedwith initial and bounday condtions of the form

U(x,0) =U,, (19)
U .ek :gk on g, 9 k:1,...,nd0f, (20)
(n; *E;) e, =h, on ﬂ_)hk, k=1,...,n4¢, @1)

where e, is an orthonomal basisfunction in R’ andn,, is the numter of degreef freedom.
The turbulerce computaions are carried out using the Smagomsky turbuence modd.? In this
modd, [tis replacedby

:u e.u _'_luturb ’ (22)
where [i,, is the turbulencediffusion defined as

Huo =015 Clel [€],) . (23)

with h denotng the elemen length.

3. LIMIT ATIONS OF THE SMAGORINSKY TURBULENCE MODEL

The Smagrinsky turbulencemodd? is normally usedin large-eddysimulaions (LES) where the
largescaleconponentsareresolvel directly andthe small-scag fluctuationsare modelledto refled
the effects of subgridstreseson the largescalefield. It is well known thatany classof LES requires
a higher degree of grid resdution compare with Reynolds-areraged Navier—Stkes (RANS)
modds.>> As mentionedin Reference6, LES of the aerodynarits of an aerofoil at a Reynolds
number of 10” requires 80 million grid points. Therdore 3D simulation of Navier—Stdesappication
problemsat high Reynotlsnumlersis not feasiblewith the LES method.Up to now the Smagprinsky
turbulencemodelhasbeenwidely usedto simulate3D problemsat moderateReynodsnumberaup to
10,0® with affordablemeshresdution.

The structurd simplicity of the algebrac Smagomsky turbulencemodel comparedwith RANS
modds hasmadeit a pradical choice.This modelis esped@lly well suitedto finite element methods
since the eddyviscosity canbe obtainedfrom the quantties availablewithin eachindividual element.
Ontheotha hand,therearefundamental issuesconcernig the applicaility of this modéd to flows of
engneeringinterest® Also, one shoutl be aware of some practical deficienciesof this modd. As
mertioned by Moin and Jimene.® thesedeficienciesinclude (i) tuning of the mode constantfor
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PARALLEL COMPUTATION OF MISSILE AERODYNAMICS 1421

differentflows, (ii) the non-vanising behaviournearsolid boundaris and (iii) the presenceof the
modé in laminar regions.

In this article we usethe Smagrinsky turbulence modé with meseswhich aretypical of RANS
computations.Here we addresghe usability of this modelin conjuncton with the mog poweriul
supecomputes availableto model supesonic flow problems.Simulationsare cariied out for two
types of flow problemswith a level of grid refinemert so asto obtain a solution in a rea®nable
enghneering time frame. The grid resolution in our approachdoes not necessadly push these
supecomputes to their limits of computatonal power.

The steadystae solutionsrepotted in this article are obtaned using the time-dependentodeand
relatively largetime increments. The backwad Euler schemds alsousedto insurefastconvegence
to the steadystae soluions. It is obvious that this time integration strategyremovesany unsteady
behavour. As arestt, the possbility of smadl-scale unsteadiesswill be totally eliminatedfrom the
soluions.

In our experimens the resultsindicate that simulaions using the Smagomsky turbulence modd
produe acceptéale solutionsfor complicated3D problerns. Howeve, thereliability andsuitabilty of
this modelfor thesetypesof flow simulaionsin generalremainsan openissueandrequresfurther
investigatian.

4. SEMIDISCRETE FINITE ELEMENT FORMULATI ON

Corsider a finite element discretzation of a fixed spatial domain € into subdonains
Q. e=1,2,..., ng, Wheren, is thenumberof elements.Basedon this discretizaion, corresponihg
to the trial solutionsand weighting functions respedtely, we define the finite element function
spacs 4" and " for consevation variables. Thesefunction space are selectedas subsés of
[H'"(@Q]«, where H'"(€)) is the finite-dimensiona function spaceover (2

S ={U' V" e[H"(Qf«r,U"g €[P'(C)]'r,U" <o, =g, on T} }, (24)

T =WHW! €[H" Q) Wlg €[ €)1, W), e, =0on T}, (25)

where [P'((Y)] representsthe first-order polynomial in €2.
The stabilized finite elementformulaion of (16) is written as follows: find U" €.9* suchthat

Y ey
[aﬁ u” i au”
h oo h . h
JQW & A afi)dQ+JQ % K} & dQ
"\ . [ a0 "
n\T . h — 2 Kh
+ZJQ~:(Ak) x 5 A o K & dQ)

+% JQ 5(@%) (%’ Q= J Wbl (26)

In the variatioral formulation given by (26), the first two termstogeher with the right-handside
term constitut the Galerkinformulation of the problem Thefirst seriesof element-level integralsin
(26) consistsof the SUPGstabilizaton termsaddedto the variational formulaton to prevent spatid
oscilations in the advetion-daminatedrange.The secondseriesof elementlevel integrals in (26)
conssktsof the shock-cajuring termsaddedto the formulaion to ensue stability at high Mach and
Reynolds number.
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1422 W. STUREKET AL.

The definitions of the diagonal stabilizaton matrix Tandshock-capuring parameter aregivenin
Reference?.

5. NON-LINEAR BOUNDARY CONDITIONS

The bounday conditions associted with the finite element formulation (26) are in terms of
consevation variables. Thesevariablesaredifferentfrom the primitive variableswhich arenormaly
usedto definethe physical boundarycondtions.

The specfication of the physical bounday conditions can be incorporaéd into the iterative
algaithm within the framework of the consevation variabkes. In the conpressim ramp problem
presentedin this article, the temperatire needsto be specifiedon the solid surface Note that on a
fixed solid surfaceu =0 andtherefore

—1U.
H:VTUT. (27)
The variation of equatia (27) is
="l o, —géul. (28)

Sincethe weighting functionscanbe seenasvariaionsin the correspading variabkes,equaion (28)
canbe written in termsof the weighting functions:
—1 0
=1 W, —= 2
Wo="5p s~ (29)

where Wy is the weighting function correspading to the temperture.

At anyarbitrary nodeA, usingequaton (29), a newsetof weighting functionscanbe definedsuch
that

W =S, W*, (30)
where
W, 1 000 0
w, 0 100 0
wx=|w, |, 1 (1)
W, Ro 00 1 Ro
Wy WQ 0 0 ﬁp

In the iterative algorithm the left-handside matrix is derived using the increment of U. Thus,
following the sameprocedurethe increnent of U at nodeA canbe replacedby

AU =s, AU, (32)

where

ur=|u | (33)
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PARALLEL COMPUTATION OF MISSILE AERODYNAMICS 1423

To imposethe tempeatureat point A, the finite element formulation (26) needsto be modified
locdly accordng to the algarithm outlined. Theresut of this modificaion is imposel at the element
level. Owing to this transfornation, the elemant-level quantitiesare replacedrecusively as

m¢ <—(5°)'mese, (34)
re <—(s)re, (35)
where [M],. . Yxun,) @nd[r],, .. ) are the elemant-level left-handside matrix and residua
vecor respedvely. HereS® =diag(S, , ..., S,.. )i an (1gof * 1) X (240¢ * 1) Matrix with S, asthe

nodal block diagonal entry and n,, is the numberof locd nodesin an element. The details of the
derivation canbe foundin Referencel.

6. PARALLEL COMPUTATION

The stabilized finite element formulation of the Navier—Sokesequatiams of conpressilte flows is
implementedon the distributed memol CM-5 andT3D supercorputers.The implementation on the
CM-5 is basedbon the data-paallel computing paraligm andthe CMF (Connetion MachineFortran)
language® Our implementatn®*° on the T3D takes advantageof the Parallel Virtual Machne
(PVM) library.

For efficient computationa mesh-pétitioning methodis usedon both supercorputersto minimize
the interprocessorcommunicdion. In this methodthe finite elementmeshis partitioned into the
desred numker of subdonains suchthat the numberof nodesat the interfaceof the subdonainsis
minimized. Then the gatherand scatteroperdions, which are bascally the transferof datafrom the
nodeleve to the element level and vice versa, are performedin two steps:on-processorand off-
processor.In the on-processostepthe gather andscatte operdionsarelocal to the processowith no
interprocessorcommunicatian. The communicationbetweerthe processorswhich aremodly related
to nodeson the boundaryof eachsubdonain is performedin the off-processorstep.

On the T3D the two-gep gather and scatteroperdions are carried out using the PVM-based
routines.On the CM-5 thereare routines suppoted by the ComectionMachine Scientfic Softwae
Library (CMSSL) which allow the userto perform two-sep gatherand scatteroperations. This
featuie makesthefinite elementprogmammingrelativey easieron the CM-5 comparel with the T3D.

The conpressille Navier—Stoles finite elementformulation gives rise to very large systemsof
coupkd, non-linear equations which require the use of iterative strateges with updatetechniques
suchasGMRES for their solution. To further redue the memoy requirements we usematrix-free
iterations and thus eliminate the needto storeelementlevel matrices **?

The overall performane of our codesis comparableon eachsupecompute. The computaional
speedmeasued for problemsreporteal in this article is arourd 20 Mflops per processoron both

machines!®4

7. COMPUTATIONAL RESULTS
7.1. Compressio Ramp

The experimenal study was performed at the Supersord Wind Tunnelsof the Army Ballistic
Research_aboraory andis repotedin Referencel5. The wind tunnd wasa boundarnylayerchanné
with a cross-sectionand height in the teg sectionof 6 X 6 in%. The freesteamcondtions are Mach
35, total presure 53-35 Ibf in ' and total tempenture 540°R, giving a Reyrolds numter for the
freestreamflow of 6-4 X 10° per foot. The measuementswere mack on the tunnel lower wall by
surveys of the turbulent bourdary layer perpendtular to the local surfaceusing flattenel pitot
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1424 W. STUREKET AL.

presureand total tempeature probes. Extersive detailedmeauremats of the turbulent bourdary
layer velocity profiles, surface pressureand skin friction are availéble for comparisonwith the
computationalrestits.

The computdions were carried out using experimendl dataasthe upsteambounday condition
(Figure 1) andassummig an outflow outerbounday. The upperwall was modelledby turning the
flow parallelto the wall. The computationalgrid is shownin Figure 2, where only every othergrid in
eachdirectionis disgayedfor clarity. Also shown in Figure 2 arethe idertification and postion of
the test staions where conparisonsare madebetweea the conputationsand experimens. A zero-
presure-gadientcondtion exigs for 5 in, followed by adversepressurggradientconpressiorramp
flow for 10 in.

A plot of the surfacepressureversusaxial postion is shown in Plate1 along with densityconburs
for the laminar solution. For this condtion the solution indicatestwo postions whereloca flow
sepaation occurredwhich was not obseved in the expeiment. The densty conbur plot shows the
devebpmentof the laminarviscauslayerandthe compressionof the bounday layerin theflow over
the ramp.

A plot of the surfacepressureversusaxial postion is shown in Plate2 along with densityconburs
for the turbulentviscoussolution.For this condtion the flow remansattachedhroughouttheflow as
obsevedin the expeiment. The densty conour plot shows the developnentof the turbulent viscous
layer andthe compressim of the boundary layerasthe flow developsn theadvesepresuregradient.

Compaisonsof the computadionswith experimenal datafor the boundarylayer profile paraneters
of static presure, static temperatire, densty and velocity are shownin Figures3-6. The results
indicate very good agreementat station10, the last stationin the zero-pessuregradientregion. As
theflow devebpsovertheramp the agreenentbetwe& computaton andexperment, althoughquite
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Figure 1. Compressiorramp: upstreamboundaryvalues(experiment§
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1 1 1
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Figure 2. Compessionramp:finite elementmesh(every othermeshnodeplotted)

goodat stations117and 119, is not accedtableat the last stationon the ramp, statian 121. Although
this could be an indication of inaccuacy for the turbulencemodel, it could also be the resut of
upsteaminfluencerestting from the outflow bounday condition. Further studes will addressthis.

Theseresluts were obtainal on the T3D using 16 process® andusinga finite elementmeshwith
500 X150 elements The numter of equaions solved at each pseudetime stepis 381,600.The
pardlel implementsion was asdescriled in Section4. For this problema conveged solution was
obtaned after 400 pseudetime steps which required50 s of CPU time for eachstep.
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Figure 3. Compressin ramp: comparisa betweencomputel (ﬂ andexpermerdl ( ---) resultsat station10

(©1997 by JohnWiley & Sons,Ltd. INT. J.NUMER. METH. FLUIDS, VOL 24: 1417-14321997)



1426

Figure5. Compressin ramp: comparisa betweencomputel (ﬁ andexpermerdl (---) resultsat station119

Figure4. Compressin ramp: comparisa betweencomputel (Q andexpermerdl ( ---) resultsat station117
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7.2. Missile

As previoudy discussd, the missiletestcaseis partof a collabaative study which is beingcarried
out underthe auspicesof The TechnicalCogperationProgam PanelW2. The partidpantsinclude
representaties from Canadathe U.K. andthe U.S. The purposeof the study is to apply Navier—
Stokes computaional techniquesto a conplex flow field with highly separatedlow for a missie
shapeto evalate the predicive technobgy. The predictive technobgy includes code accuracy
usability issuesturbulencemodeds, grid generaibn andflow field visualizaion.

The KTA study includes the flow about a missile configuation at transon¢ and supesonic
velocitiesandhigh anglesof attack The computaional resultsarebeing comparedwith experimenal
measuremats for surfacepresure, pitot surveys of the oute flow field and strain gaugeforce
measuremats. Sincethis studyhasnot beencompleted,comparisonswith the experimenal datawill
not be shown at this time. Instead we will show comparisos betwee resuts for laminar and
turbulent viscous effects and disauss the performance of the computatbnal technique on the
multiprocessoicomputers.

In this paper preliminary resultswill be shownfor freesteam conditionsof Mach 2:5 and 14°
angk of attackfor laminarandturbulert viscouseffects.Plate3 showsthe modelconfiguationalong
with conbursof theflow field staticpressureon the modelsurfaceat threeaxial stationsin the cross-
plare. Theregionsof high pressuren the windwardsideat the noseandlow-pressire separatedlow
on the lee side of the cylindrical portion of the modelare clearly distinguishabé.

Exanplesof the surfacepressureat a seriesof axial statims areshown in Figure7 and8. As the
flow proceedsdown the missie body, increasng regionsof separatd flow are seen.The laminar
viscousresuts indicatemoreoscillaionsin the surfacepressureon the lee side of the modelthando
theturbulentviscousrestits. Theseoscillaionsarea resultof the effectsof bounday layer separabn
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Figure 7. Missile: comparisorof computedresultson T3D for laminarandturbulentviscouseffectsfor x/d =24,3-5,45
and5-5

to which the laminar viscouslayer is sensitive At x/d greder than 6-5, separatiorprior to the 90°
circumferential position is indicatedfor both the laminar and turbulent viscousresults.

Theseseparatedlow regionsarevery challengirg for computdional predictian andrequirecareful
evaluationof the computationalresultswith the expeimental measurerantsto assasthe validity of
the turbulence moddling. The resultsshownhereare consieredto be preliminary. Evaluationsare
ongdng andinclude a study of the ability to predictthe sepaatedoute flow field aswell.

The computations of the missile configuation for both laminar and turbulent flows were
acconplishedon the T3D compute using 256 processorswith a finite element meshconsistingof
944,36 nodesand918,000elements. This resuted in the solution of 4,610,378coupled,non-linear
equatonsat eachpseudetime step.Eachpseudetime steprequired 130 s of CPUtime. The solutions
were obtaineal in 400 steps.

Computtionsfor the laminar and turbulentflows were also cariied out on the CM-5 with 512
processors.The meshusedin thesecomputaions consiss of 763,323nodesand 729,80 elemants.
During eachpseudetime step,3,610,964coupkd, non-inear equatios were solved. Each pseudo-
time steprequired approximagly 50 s of CPUtime andconvergene wasachievedafter 150 pseudo-
time steps.
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Figure 8. Missile: comparisorof computedresultson T3D for laminarand turbulentviscouseffectsfor x/d =6-5,7-5,95
and11:5

Valuesfor the pressurecoefficients at variou3x/d locationsfrom the CM-5 computaions are
shown in Figures9 and 10 comparinglaminar and turbulent viscows resuls. The laminar solution
appeas to be more turbulentlike thanthose obtainel for the finer meshT3D resuts shownin Figures
7 and 8. The turbulent resultsare only moderate}y change from the laminar resuts. This is an
indication that additional effort is neede to evaluae the suitabiity andaccuacy of the turbulence
modéd used.

8. CONCLUDING REMARKS

A computationalstudy hasbeenconduded to evaluae the ability of a finite elementcompressilte
Navier—Stkescomputatimal technique to performcomputationsfor high-Reynotis-numbe flows of
interestto Army missie andprojectileflow fields. Theresuts for predictirg turbulentviscouseffects
areencouragig; however additionalevaluationis requiredto reacha meaningful assessmertf the
capalility.

The computatonal performance achievedon the CM-5 and T3D computersindicatethat highly
efficient scalabé performane hasbeenachieved This is an important consideation since missie
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Figure 9. Missile: comparisorof computedresultson CM-5 for laminarandturbulent viscouseffectsfor x/d =24,3-5,4-5
and55

configurationscurrently underdevelopnent include featuressuchasfins for stablity andguidance,
readions jets for guidance, and rocke propulsion. These additioral complexities will requre
subsantial computationalresource to modelaccurate} andin atimely mamer. It appeas thatonly
throughhighly efficientutilization of scalabé computerswill the capalility to adequatly addresghe
full scopeof thes problens be realized.
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